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Foundations of Machine Learning

Homework 2

A: Rademacher Complexity

1)

First, note that if there is only one hypothesis in H, then we can remove the sup{} operator, since sup{const} = const. Then we are starting with the following equation for the Rademacher Complexity:

Since is a convex function, we can apply Jensens inequality to write

Now we expand the squared sum by writing it as a double summation,

Note that since are Rademacher variables, all are independent of each other when (and also independent of ). Therefore . Since , this means that all terms are zero except when . Note that = 1, since is always equal to 1. Then we have

Which is what we wanted to show.

2.

Claim:

Proof:

First, we will derive an expression for the empirical Rademacher complexity,

Because the dot product, supremum, and expectation are all linear operators. Note that we have used the identity . Since the distribution of is the same as the distribution of ,

Therefore,

Claim:

Proof:

Where we have used the sub-additivity of the sup operator. Now by the linearity of expectation we have

Claim:

Proof:

First we note as in the homework handout that

Where I have used the results from the first two proofs above. Now, the absolute value function is lipschitz-continuous with a best lipschitz constant of 1. Therefore, according to the contraction lemma, we have

Note that the negative sign disappears because of the fact that we must take the absolute value of a constant multiplier inside the Rademacher function, as proven above. Putting this all together, we get

B: VC-Dimension

1. It is easy to show that the VC dimension of this set is at least three. Without showing every possibility, we can see this intuitively because the first point can either be in [, the second point can either be in or , and the third point can either be in or , meaning that we can pick whether each point is positive or negative without changing the correct rank-ordering of the 3 points. However, we can see that the VC-Dimension cannot be 4, because we cannot produce the dichotomy (+,-,+,-). Therefore, the VC-dimension is 3.
   1. I will show that the set {x,2x,3x,4x} cannot be shattered by any of the sine functions in this family by showing that the dichotomy {+,+,-,+} cannot be realized. Note that if our first point is positive, i.e. , then we have . Our second point being positive implies that . Since , we can rewrite this as . Combining this with the previous equation, we have that . The third point being negative implies that or equivalently that . Combining this with the previous equation, we have that . Now, multiplying both sides of the above equation by 4, we get . But this implies that , contradicting the fact that 4x is positively labeled. Thus the dichotomy {+,+,-,+} cannot be realized for any set {x,2x,3x,4x}.
   2. In order to prove that the set can be fully shattered by the family of functions, note that for any m, we need , where is the label of the point at . It is easy to see that whenever , and whenever . I claim that we can accomplish this if we define , (i.e. the binary expansion of given by concatenating the values of with values of -1 replaced with 0). To see this, note that**.** The floor value of this binary number mod 2 depends only on the units digit. If then the units digit is 1, so , while if , then. Thus this definition of satisfies the conditions set out above for realizing any dichotomy of size N. Thus, the set is fully shattered by , so the VC dimension of is at least countably infinite.

C: Support Vector Machines

3)

Note that if we replace In the primal optimization problem, the lagrange equations change. The gradient with repsect to is 0 for all , leading to the following alternative set of equations:

Note that assuming the condition that says that where i’ is the i such that . Note that because of the constraint that , this means that is a minimum over all for which . But since we have the constraint that , this means that the constraint on becomes